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Time-series Prediction 

› Time-series: A sequence of vectors (or scalars) recorded at successive points 

in time. 

› The learner is presented with the training samples 𝒙𝟏, 𝑦1 , 𝒙𝟐, 𝑦2 , . . . , (𝒙𝒏, 𝑦𝑛),  

      where 𝒙𝒊 ∈ ℝ𝑁 is a vector of features. 

› The learner’s objective is to find structure  in the training samples to infer a 

general function (a hypothesis) that can predict 𝑦 𝑘  for  previously unseen 𝒙𝒌. 
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› Motive: Predict financial time-series 

› Technical Indicators: 

- Used by “Technical Analysts” (A.K.A 
Chartists) 

- Identify patterns and market trends in 
financial markets 
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Applications - Financial Time-series Prediction 

› Examples: 

- OHLC: Open/High/Low/Close 

- Moving Averages: ema 𝐶𝑘 , 𝑛 , sma 𝐻𝑘 , 𝑛  

- Momentum: 
𝐶𝑘−𝐿𝑘−𝑛

−

𝐻𝑘−𝑛
+ −𝐿𝑘−𝑛

− , 
sma 𝐶𝑘,𝑛1 −sma 𝐶𝑘,𝑛2

sma 𝐶𝑘,𝑛1
 

- Volatility: sma 𝐻𝑘 − 𝐿𝑘  , 𝑛 ± 2𝜎 



Automatic Feature Generation - Why? 

› Technical indicators have been widely used as input features to ML algorithms. 

- Technical indicators are a type of  “Feature extractors”. 

› The number of technical indicators selected is not the same with some 

overlap between different works. However, the choice is generally ad-hoc. 

› Can automatic  feature generation using an expert defined framework produce 

better/competitive features? 
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Generation of a Feature,  e.g.  ADO Indicator 
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 Start Here → 



More Grammar Families 
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Results 
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Feature Selection using mRMR + Integer GA 



Grammar Generated Features 
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Introduction to Evolutionary Algorithms 

› Good in solving NP hard problems, e.g. Feature selection 

› Many variations:  

- Genetic Algorithms  

- Genetic Programming 

- Differential Evolution 

- Many others … 
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Grammatical Evolution 

› Phenotype to genotype mapping on a Grammar 
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Feature Generation Using Grammatical Evolution 
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Applications in Electricity Load Prediction: E-UNITE 

› E-UNITE dataset 

› Original Competition: Given 2 years of 30 minutely data, predict a month’s daily 

maximum 

- Previous attempts used complex learners but simple features. 

- Idea: Can feature generation help? 
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Applications in Electricity Load Prediction: Ideas 

› Half-hourly load to daily peak value  

› Similar to techniques used by chartists in stock market: 

- Open/Low/High/Close daily prices 

› Use the grammar based on technical indicators 

› adding history windows and first differences 

› adding wavelets 

› Not suitable for month-ahead 
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Applications in Electricity Load Forecasting: Results 

› Results: Compared for 3 periods 

› GE features improve prediction 
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Conclusion 

› Grammar based FS can deliver customized features for a given problem. 

› Can be further enhanced using GE. 

› Is a framework which can be automated and incorporate domain specific 

knowledge. 

› Applied to financial indices and electricity load prediction with good results. 
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